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## Latent Variable Models

- Generative Models
- Gaussian Mixture Models
- Hidden Markov Models
- Latent Dirichlet Allocation
- PCFGs
- Discriminative Models
- Mixture of Experts
- Latent CRFs
- Discriminative LDA
- Easy to include features and
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- Log-likelihood function is non-convex.
- MLE is consistent but intractable.
- Local methods (EM, gradient descent, etc.) are tractable but inconsistent.
- Can we build an efficient and consistent estimator?
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\end{aligned}
$$

- Inner product

$$
\begin{aligned}
\langle A, B\rangle & =\sum_{i j k} A_{i j k} B_{i j k} \\
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\end{aligned}
$$
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$$
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## anandkumar12moments

- Generative process:

$$
\begin{aligned}
& h \sim \operatorname{Mult}\left(\left[\pi_{1}, \pi_{2}, \cdots, \pi_{k}\right]\right) \\
& x \sim \mathcal{N}\left(\beta_{h}, \sigma^{2}\right) .
\end{aligned}
$$

- Moments:

$$
\begin{aligned}
\mathbb{E}[x \mid h] & =\beta_{h} \\
\mathbb{E}[x] & =\sum_{h} \pi_{h} \beta_{h} \\
\mathbb{E}\left[x^{\otimes 2}\right] & =\sum_{h} \pi_{h}\left(\beta_{h} \beta_{h}^{T}\right)+\sigma^{2} \\
& =\sum_{h} \pi_{h} \beta_{h}{ }^{\otimes 2}+\sigma^{2} \\
\mathbb{E}\left[x^{\otimes 3}\right] & =\sum_{h} \pi_{h} \beta_{h}^{\otimes 3}+\text { bias. }
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## AnandkumarGeHsu2012

- $\mathbb{E}\left[x^{\otimes 3}\right]=\sum_{h=1}^{k} \pi_{h} \beta_{h}^{\otimes 3}$.
- If $\beta_{h}$ are orthogonal, they are eigenvectors!

$$
\mathbb{E}\left[x^{\otimes 3}\right]\left(\beta_{h}, \beta_{h}\right)=\pi_{h} \beta_{h} .
$$

- In general, whiten $\mathbb{E}\left[x^{\otimes 3}\right]$ first.
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\begin{aligned}
& \text { linear measurement } \\
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## Recovering Parameters

- $M_{3} \stackrel{\text { def }}{=} \mathbb{E}\left[\beta_{h}^{\otimes 3}\right]=\sum_{h=1}^{k} \pi_{h} \beta_{h}^{\otimes 3}$
- Apply tensor factorization!
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## Exploiting Low-rank Structure.

$$
\hat{M}_{3}=\arg \min _{M} \sum_{(x, y) \in \mathcal{D}}\left(y^{3}-\left\langle M, x^{\otimes 3}\right\rangle-\operatorname{bias}_{3}\right)^{2}+\|M\|_{*}
$$
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NegahbanWainwright2009;
Tomioka2011

$$
\begin{gathered}
\left.\left\{x^{\otimes 2}, y^{2}\right\}_{(x, y) \in \mathcal{D}} \xrightarrow{\longrightarrow} M_{2} M_{3}\right] \xrightarrow[\text { low-rank regression }]{\substack{\text { tensor factorization }}} \pi, B \\
\left\{x^{\otimes 3}, y^{3}\right\}_{(x, y) \in \mathcal{D}} \xrightarrow{\text { tensor factorization }} \\
O\left(k\|x\|^{12}\|\beta\|^{6}\left\|\mathbb{E}\left[\epsilon^{2}\right]\right\|^{6}\right)
\end{gathered}
$$

## Sample Complexity

## NegahbanWainwright2009; <br> Tomioka2011 <br> AnandkumarGeHsu2012

$$
\left.\begin{array}{rl}
\left\{x^{\otimes 2}, y^{2}\right\}_{(x, y) \in \mathcal{D}} & \longrightarrow M_{2} \\
\left\{x^{\otimes 3}, y^{3}\right\}_{(x, y) \in \mathcal{D}} & \\
\text { low-rank regression } & \\
\text { tensor factorization }
\end{array}\right], B
$$
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$$
d=5, k=2
$$
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## Conclusions

- Consistent estimator for the mixture of linear regressions
- Key Idea: Expose tensor factorization structure through regression.
- Theory: Polynomial sample and computational complexity.
- Experiments: Method of moment estimates can be a good initialization for EM.
- Future Work: How can we handle other discriminative models?
- Dependencies between $h$ and $x$ (mixture of experts).
- Non-linear link functions (hidden variable logistic regression).
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