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Can we debias automatic metrics with human
feedback?
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Both automatic metric correlation and
annotator variance are important for data
efficiency and current metrics and annotation

interfaces severely limit possible data efficiency.
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